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Problem statement

T1 T2 T3 T4 T5 T6 T7 T8

Want: geo-tags



Key questions

How do we relate images to locations?
How do we model human travel?



Applications
Geo-tagging your photos



Will all cameras have GPS?

This might not happen (cost; start-up time/
power consumption, urban/wilderness 
locations)

There are billions of existing images without 
good geotags







Epidemic forecasting

World aviation network Swine flu projection for May 24
(Indiana University, http://www.gleamviz.org)

(Hufnagel 2004, Colizza 2007)



Urban planning

(Whyte, 1971) 2009



(Girardin et al., Pervasive 2008)

Italian visitors

American visitors



Photographs Phone calls

(Girardin et al., Pervasive 2008)



Human travel distributions



How likely are you to travel from one place to 
another in a fixed amount of time? 

Need: P (Lt+1 = i|Lt = j,ΔTt)



(Brockmann et al., Nature 2006)

Lévy flight (power law):Data from wheresgeorge.com

Related work

r ∼ r−β



Power-law with cutoff

(González et al., Nature 2008)

Mobile phone traces



Photo travel database

6 million geotagged images downloaded from 
Flickr, through Nov 2007

Removed images based on tags (e.g., “birthday,” 
“concert,” “abstract,” “cameraphone,” etc.)

Removed users with no travel, implausible travel 
(e.g., 100 km in under 45 minutes) or obviously 
incorrect geotags (e.g., picture of Vancouver 
geotagged in Siberia)



Flickr distance histogram 
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Discretization
400 km x 400 km, 3186 bins

L
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Empirical distribution
6 million geo-tagged images from Flickr.com



Spatially-varying distribution

P (Lt+1 = j|Lt = i,ΔT = k) =
Nijk∑
i Nijk



6-9 hours 14-30 days

Spatially-varying distribution



Single-image geolocation



Related work
Urban (Zhang 2006, Schindler 2008)

Regional (Cristani 2008)

Global (Hays 2008)

Landmarks (Crandall 2009, Zheng 2009)



Location likelihood

P (L = i|I) ∝
(∑

m

wm

)
+ λC

ITest image

P (L|I)

wm =
e−λmD(I,Im)∑M
�=1 e−λmD(I,I�)



Image similarity score

Distance                between images is L2 distance of:

• Gist descriptor (Oliva and Torralba 2006)

• Color histograms: L*A*B* 4x14x14 bins

• Texton histograms: 512 entry, filter-bank

• Line histogram

D(I, Im)



P (L|I)



P (L|I)



A loose continuum

1. Distinctive
(e.g., landmarks)

2. Vague
(e.g., regional,
terrain/type)

3. Nearly 
uninformative



P (L|I)

P (L)

P (I|L)



Combining “vague” results

P (L|I1)

P (L|I2)

P (L|I3)

P (L|I1, I2, I3)

3%

5%

70%3%



Hidden Markov Model

Forward-Backward algorithm computes
 γit ≡ P (Lt = i|I1:N ,ΔT1:N )

Lt Lt+1

It+1It

Lt+2

It+2

ΔT1 ΔT2

��� ���

Given loss function, output a location estimate



Toy example
ΔT = 2 hours

81% 9%

66% 60%

P (L1|I1) P (L2|I2)

P (L1|I1, I2,ΔT ) P (L2|I1, I2,ΔT )



User-specific learning

User’s results added to their training data

EM-like algorithm

New likelihood:

P (L = i|I) ∝
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m
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+
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Location estimation
Task: correct estimation with 400 km

p(y) =
∑

i

γiui(y)

x∗ = arg max
x

∫
||x−y||

p(y)dy



Evaluation
Validation set (6 users, 2005 photos):

Test set (20 users, 4117 photos):



London always 3%

IM2GPS
(Hayes and Efros 2008)

10%

Sequence 58%

Results (correct within 400km) for test set:



SIG: 37.7%
SEQ: 97.8%

137 photos
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SIG: 18.5%
SEQ: 99.6%

259 photos
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160 57
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SIG: 10%
SEQ: 79%

146 photos
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Is it just landmark matching?

29 38 25 42

3



Landmark-only: 41%
Sequence: 58%

“Distinctive” “Distinctive”“Non-distinctive”



29 38 25 42

3



SEQ: 79% Landmark SEQ: 55%

Machu Picchu



SIG: 0%
Landmark-less SEQ: 19.3%



Many possible improvements

Better binning

Better image matching

More general models (image meta-data, 
Flickr tags, user types, image types, weather, 
economy, transportation, etc).

... and so on



Conclusions

There is a wealth of travel data to explore and 
exploit

Given images and timestamps, we get much more 
information than from images alone

New application areas for computer vision


